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Abstract 

Objective  To investigate the flexibility and mobility of the Bacillus thuringiensis toxin Cry1Aa. 

Methods  The graph theory-based program Constraint Network Analysis and normal mode-based 
program NMsim were used to analyze the global and local flexibility indices as well as the fluctuation of 
individual residues in detail. 

Results  The decrease in Cry1Aa network rigidity with the increase of temperature was evident. Two 
phase transition points in which the Cry1Aa structure lost rigidity during the thermal simulation were 
identified. Two rigid clusters were found in domains I and II. Weak spots were found in C-terminal 
domain III. Several flexible regions were found in all three domains; the largest residue fluctuation was 
present in the apical loop2 of domain II. 

Conclusion  Although several flexible regions could be found in all the three domains, the most flexible 
regions were in the apical loops of domain II. 
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INTRODUCTION 

roteins rely on flexibility to execute their 
biological functions by interacting with 
either large biomolecules or small 

biomolecules[1]. These interactions need a certain 
degree of conformational adaptation in order to 
better complement the binding partners[2]. For 
example, insulin shows conformational flexibility in 
two major forms, R-state and T-state[3-4]. The R-state, 
an inactive form with residues B1-B8, is in an α-helical 
conformation while the active, T-state with residues 
B1-B8, is in an extended conformation, which exposes 

the hydrophobic core region of insulin chain-B, long 
suspected to be involved in receptor binding. 
Additionally, flexibility (and its opposite, rigidity) plays 
an important role for a protein’s structural stability[5] 
and information on protein flexibility is increasingly 
used in computer-aided drug discovery and molecular 
design[6]. 

Although experimental techniques for studying 
protein structures, particularly protein flexibility, have 
received great progress, theoretical methods have 
been recognized as efficient yet as difficult tools to 
solve this puzzle. One of the most powerful 
theoretical methods is the atomic molecular dynamics 
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(MD)[7], a strong method that provides accurate 
representations of protein flexibility under 
physiological-mimic environments. MD is a complex, 
computationally expensive method, where its 
utilization needs a certain degree of expertise[8]. 
Normal mode analysis can quickly reveal the overall 
change in the conformation of large proteins; it is 
unnecessary to calculate the specific molecular 
mechanism such as the motion of specific bonds. In 
particular, normal modes analysis is able to 
perform low-frequency modes that describe the 
large-scale, overall motion of the protein.    
Many normal mode analysis servers are available 
such as NOMAD-ref[9], Elnemo[10], Flexserv[11], 
Webnm[12], ANM[13], and iMODS[14]. However, some 
of those methods are based on Cartesian space and 
are limited to use. The other methods do not 
generate actual structures or do not respect the most 
basic geometric constraints of bond angles and 
distances. ENCoM was recently developed to predict 
the effect of mutations on the thermodynamic 
stability of a structure using vibrational entropy 
calculations[15]. 

Here we used two programs, Constraint 
Network Analysis (CNA)[16] and NMSim[17], to verify 
Cry1Aa flexibility and mobility. CNA is a graph 
theory-based rigidity analysis that evaluates global 
and local flexibility and rigidity characteristics of 
proteins. NMSim is a graph theoretical approach 
based on normal mode analysis to simulate actual 
protein movements. These two programs are 
available in web servers and are easy to use.  

Bacillus thuringiensis (Bt) strains produce a 
rather diverse group of toxin proteins[18]. Most of 
those delta-endotoxins belong to the Cry (crystal) 
family of proteins. They are highly specific to their 
target insects and innocuous to humans, vertebrates 
and plants. They are completely biodegradable and 
widely used in agriculture as a biopesticide. Cry1Aa 
was isolated from Bt subsp. Kurstaki[19] and is active 
against easy-bleeding insect Bombyx mori and the 
forest pest Lymantria dispar. 

Due to the importance of these Cry toxins, 
several crystal structures, including Cry1Aa, have been 
elucidated and reviewed recently[20]. It is well known 
that all Cry toxins contain three structural domains 
and share a high degree of topological similarity. The 
overall 3D structures of these toxins are very similar; 
all consisting of three structurally conserved domains. 
The domain I consists of seven alpha helices in  
which helix 5 is surrounded by the others, forming a 
helical bundle. Several studies have confirmed that 
this domain is responsible for channel ion 

formation[21-22]. The domain II is formed by three 
antiparallel β-sheets joined in a Greek key topology 
arranged in a β-prism. Its function is associated   
with receptor recognition and binding[23]. The domain 
III is formed by two anti-parallel β-sheets constituting 
a β-sandwich in a jelly roll topology. The function   
of this domain is unclear but it seems to be important 
to the toxin stability, and it has been found to 
participate in the determination of toxin 
specificity[24-25]. Although Cry toxins have been widely 
used commercially, the details of their mode of action 
remain controversial.  

We selected Cry1Aa, whose 3D structure has 
been determined, as the target for our investigation 
because it is one of the most characterized Cry toxins 
regarding its biological function and action 
mechanism[19]. It is also a commercialized transgenic 
insecticide with excellent activity[18]. Furthermore, 
detailed information about the flexibility of Cry1Aa 
will provide hints about where the introducing 
mutations may improve the stability and lead to a 
deep understanding of the action mechanism of Cry 
toxins. 

MATERIALS AND METHODS 

Cry1Aa structure was retrieved from Protein 
Data Bank database (PDB code: 1CIY). Flexibility 
analysis of Cry1Aa was performed using CNA which is 
a graph theory-based rigidity analysis that detects 
global and local flexibility and rigidity features of 
proteins by carrying out thermal unfolding 
simulations[26-27]. CNA performs the thermal unfolding 
simulations based on the graph theory. In the network, 
the number of hydrophobic contacts is stably 
maintained or increased to treat hydrophobic 
interactions in a temperature-dependent mode. 
During the simulation, the noncovalent constraints 
are removed from the initial network. This means that 
for a given network state s=f(T), hydrogen bonds 
(including salt bridges) with an energy Ehb>Ecut,hb are 
removed from the network. Thereafter, rigid cluster 
decomposition is operated on each constraint 
network state (s). 

Phase transition points were identified on the 
basis of the global indices during the thermal 
unfolding simulation. The global index changes rapidly 
corresponding to the Ecut,hb that indicates a network 
shift from being largely rigid to largely flexible. Such a 
shift can be related to the folded-unfolded transition 
for a protein. The changes of flexibility related to the 
indices as a function of temperature can be obtained; 
for this, Ecut,hb was converted to a temperature scale 
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using a linear relation: T=-20K/(kcal/mol) 
Ecut,hb+300K[28]. The main characteristic of CNA is that 
it allows performing and analyzing thermal in 
spectacular detail, which provides the highest 
advantage from information on biomolecular 
flexibility by linking results to biologically relevant 
features of a structure, such as thermalstability and 
function[16]. CNA has been shown to be succesful in 
investigating protein thermalstability and structure 
weak spot[16]. CNA correctly predicts which one of the 
two proteins is more thermalstable for two thirds of a 
data of 19 pairs of proteins from mesophilic and 
thermophilic organisms[29]. However, CNA only 
reflects what can move in a protein but does not 
simulate actual protein movements. To characterize 
protein movement, NMSim program was used. The 
NMSim web server combines graph theory with 
normal mode analysis. Firstly, the input structure is 
simulated using the FIRST software based on graph 
theory[30-31]. Secondly, low-frequency normal modes 
are yielded by normal made analysis. Finally, a 
stereochemically valid conformation from the 
distorted structure was generated by moving the 
structure along with the directions of low-frequency 
normal modes. The key feature of NMSim is that the 
generated structures are iteratively corrected 
regarding steric clashes and stereochemical constraint 
violations.  

To compute global and local flexibility indices of 
Cry1Aa, default parameters were used for the CNA 
analysis. For NMSim analysis, small-scale motion was 
selected for the simulation type with the other 
parameters defaulted. 

RESULTS 

Global Flexibility Indices 

Global flexibility indices characterize the degree 
of flexibility and rigidity within the constraint system 
at a macroscopic level[32]. During the thermal 
unfolding simulation, these global indices are 
calculated for each network state (s). Global indices 
allow the identification of phase transition points 
(points in which these indices change sharply during 
the thermal unfolding simulation) that relate to the 
folded-unfolded transitions of proteins. Four global 
flexibility indices, including floppy mode density, 
mean rigid cluster size, rigidity order parameter, and 
phase transition points were calculated. 
The Floppy Mode Density    Φ refers to the number 
of internal independent degrees of freedom that are 
associated with dihedral rotations, normalized by the 

number of overall internal degrees of freedom 
associated with the total number of bodies in the 
network[32]. In the current case (Figure 1A), the 
increase of floppy mode density of Cry1Aa with 
increasing temperature (equivalent to a decreasing 
Ecut,hb) is evident, indicating that Cry1Aa is gradually 
getting more ‘floppy’. 
Mean Rigid Cluster Size   S originated from 
percolation theory, moments of the size distribution 
of rigid clusters can be used to analyze macroscopic 
properties of constraint networks[32]. Here S 
represents the mean rigid cluster size; the size of the 
largest rigid cluster is always excluded from the 
calculation, which results in S being zero as long as 
one rigid cluster dominates the whole network or if all 
rigid clusters disappear. In this analysis, the mean rigid 
cluster size S shows to be near zero at high Ecut,hb 

because even the largest cluster cover the whole 
network. By removing hydrogen bond constraints 
from the network, the rigid cluster starts to decay, 
which leads to a steep increase of S at -1.27 kcal/mol 
(Figure 1B). Thereafter, S starts to decrease because 
the system becomes less and less dominated by rigid 
components. 
The Rigidity Order Parameter    P∞ indicates the 
fraction of the network belonging to the giant 
percolating cluster[32]. During the simulation, the 
melting of the giant percolating cluster is detected 
and the largest rigid subcluster of the previous giant 
percolating cluster falls into the new giant percolating 
cluster of the present network state (s). As long as the 
network is in the rigid phase, it is dominated by one 
rigid cluster and therefore, P∞ is close to one. In the 
floppy phase, with a vanishing largest rigid cluster, P∞ 

decreases to zero. 
In Figure 1C, a sharp decline at Ecut,hb=−1.27 

kcal/mol can be identified. Ecut,hb=−1.27 kcal/mol 
amounts to 325.32 K.  
Cluster Configuration Entropy    H was introduced 
by Andraud et al. as a morphological descriptor for 
heterogeneous materials[33]. The cluster configuration 
entropy H is a measure of the disorder degree in the 
realization of a given network state[32]. In Figure 1D, 
two phase transition points during the thermal 
unfolding simulation are monitored. The early phase 
transition point at Ecut,hb=−1.27 kcal/mol in H profile is 
equivalent to the temperature of 325.32 K. However, 
a late transition at Ecut,hb=−2.27 kcal/mol (or, 
equivalently 345.43 K) in H profile can also be 
identified, which represents the final substantial 
decay of the rigid core.  

The decay of the giant rigid cluster occurs by 
multiple steps in a hierarchical fashion (Figure 1C and 
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1D). 

Local Index- Percolation Index (pi) 

Local flexibility index monitors the degree of 
flexibility and rigidity within the constraint system at a 
microscopic level[32]. Usually, the local index for a 
residue indicates the network state (s) during the 
simulation when the residue becomes flexible from 
prior rigidity. Percolation index, pi, is a local parameter 
similar to the rigidity order parameter P∞; it monitors 
the percolation behavior of a biomolecule at a 
microscopic level. As such, it can identify the 
hierarchical organization of the giant percolating 
cluster during the thermal unfolding simulation. The 
value of pi=0 indicates that an atom has never been 
part of the giant percolating cluster. The lowest pi 
value then emphasizes the most stable 
subcomponent in the network.  

In this case (Figure 2), two apparent flexible 
regions in domain I (residues 1-222) are detected; the 
first is a helix α2a (residues 33-38) and the second 
includes residues 125-128 that link helix α4 and α5. 
Three rigid regions (residues 172-178, 194-212, and 
244-248) with lower percolation index piare then 
detected in the helix α3, α6, and α7 of domain I, 
respectively.  

 

In domain II (residues 223-425), four flexible 
regions (residues 308-311, 336-342, 360-367 and 
407-413) can be found. Three out of four flexible 
regions belong to apical loops of the domain. Another 
flexible region (residues 360-367) is included in a loop 
located in the back of the domain (Figure 2).  

In domain III, three flexible regions (residues 
457-460, 522-528, 545-547) can also be found. 

Unfolding Nuclei 

Unfolding nuclei can be regarded as weak 
spots[32]. Most Cry1Aa weak spots identified by CNA 
are located in the C-terminal β-sheet domain (Figure 
3). Fifty residues are distributed in the region of 
residues 440-570 of domain III. These residues belong 
to the giant rigid cluster up till the phase transition 
point and, at this point, segregate from the giant rigid 
cluster. Hence, unfolding of the giant rigid cluster 
begins from these residues.  

Stability Maps  

Figure 4 shows that the structural stable elements 
in the C-terminal domain are somehow cross-linked. 
There is a weak stable box in the N-terminal domain, 
and some little blue boxes, which represent that strong 
rigidity regions are distributed in the domain I. 

 

Figure 1. Global indices for the thermal unfolding of Cry1Aa as a function of the hydrogen bonding 
energy cutoff Ecut,hb: (A) floppy mode density Φ; (B) mean rigid cluster size S; (C) rigidity order 
parameter P∞ type 1; (D) cluster configuration entropy H type 2. The red vertical lines (C-D) correspond 
to the identified phase transitions. 
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Figure 2. Percolation index pi for Cry1Aa. The lower pi value is the longer part of a residue of the giant 
percolating cluster during the thermal unfolding simulation. On the right, the respective indices are 
mapped onto the input structure in a color-coded manner. 

Movements Simulation of Individual Residues  

To study the fluctuation of individual 
residues in detail, the root-mean-square 
fluctuation (RMSF) of C-alpha atoms of Cry1Aa 
was analyzed by NMSim. Here the RMSF profile 
resembles that of the percolation index shown in 
Figure 5. Four comparative large movements are 
found in the apical loops of domain II. The 
largest fluctuation is found in loop 2. 

 

Figure 3. Red spheres represent weak spots 
in the Cry1Aa structure. 

 

Figure 4. Stability map for Cry1Aa. Red colors 
indicate pairs of residues where no, or only a 
weak rigid contact exists. In contrast, blue 
colors indicate strong rigid contacts.  

 

Figure 5. C-alpha RMSF per residues 
calculated for Cry1Aa. 
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DISCUSSION 

Four global Cry1Aa indices reflect the flexibility 
in a general way; particularly two phase transition 
points during the thermal unfolding simulation can be 
monitored. At the first transition point, the Cry1Aa 
structure sharply loses rigidity on thermal unfolding, 
meaning that one terminal domain begins segregating 
from the giant cluster, although it is unconfirmed 
whether it is the N-terminal α-helix or the C-terminal 
β-sheet domain of Cry1Aa. Usually, the second 
transition point is related to a protein melting[32]. The 
reason for P∞ and H behavior in a hierarchical fashion 
is that Cry1Aa is composed of multiple sub-domains 
that segregate from the giant cluster independently 
from each other.  

Local flexibility index and the root-mean-square 
fluctuation (RMSF) of Cry1Aa C-alpha atoms describe 
the fluctuation of individual residues in detail.  

At present, the most accepted model of Cry 
toxin is an ‘umbrella’ mode. In that action mode, the 
domain I forms a bundle of eight anti-parallel helices 
with helix α5 in the center; it is a helical bundle 
involved in membrane insertion, oligomerization, and 
pore formation. The hydrophobic hairpin formed by 
helices α4 and α5 inserts into the phospholipid bilayer 
whereas the rest of amphipathic helices of domain I 
are spread on the membrane surface in an umbrella- 
like conformation[34].  

Helix α2a links helix α1 and α2b, and the 
flexibility of helix α2a likely makes it possible to free 
helix α1 from the rest of the domain. The flexible 
region linking helices α4 and α5 allows helices α1 to 
α4 to be conformed in a way that they are banged to 
the bundle. This conformation may be necessary at 
the onset of the membrane insertion process. The 
rigid regions in the helix α3, α6, and α7 indicate that 
those helices are rigid as an independent helix. It is 
reasonable to infer that it is necessary for the ion 
channel formation in the cell membrane, since the 
rigidity may be useful for insertion. Unsurprisingly, a 
transition region that shows the lowest pi value 
between domain I and domain II is always part of a 
rigid cluster throughout the thermal unfolding 
simulation (Figure 2). This rigid region likely plays an 
important role in keeping the toxin in a compact 
globular form during solubilization and activation of 
the protoxin in the insect gut. 

It is likely that the apical loops of the domain II 
participate in the receptor binding and hence in 
determining the specificity of the toxin for insect 
larvae. Site-directed mutagenesis of the loop residues 
in the related toxins was reported to affect binding 

affinity and toxicity[23,35]. Simulation here suggests that 
these residues are flexible at the working temperature. 
Their flexibility is useful for binding, because this kind 
of conformational adaptation can do a better job 
matching the binding partner. An earlier study 
showed that the apical loop 2 of domain II is highly 
variable in length and amino acid sequence among 
Cry1Aa, Cry2Aa, Cry3Aa, Cry4Aa, and Cry5Aa toxins[36]. 
The reason they share different insect specificity is 
that those toxins target different midgut surface 
receptors, or target different kinds of specificity 
determinants on shared receptors with structurally 
similar apical loops[25]. We therefore infer that the 
flexibility of the apical loops, particularly loop 2, is 
important in the toxin-receptor complex formation. A 
recently study showed that loop 1, loop 2, and loop 3 
of Cry1Aa toxin’s domain II were involved in 
toxin-BtR175 receptor binding[37]. In another reported 
study, the flexibility of a loop in Escherichia coli class H 
fructose-1.6-bisphophate aldolase was found to be 
important to its catalytic activity[38], and similar 
phenomenon was also found in the nucleotide 
hydrolase from Trypanosoma vivax[39]. 

In Figure 2, it can be observed that the 
N-terminal domain is less stable than the C-terminal 
domain. Consequently, it is clear that the early phase 
transition points in P∞ and H profiles explain that the 
Cry1Aa structure sharply lost rigidity on thermal 
unfolding when the N-terminal domain begins to 
segregate from the giant cluster. The giant percolating 
cluster, which at this point consists mainly of the 
β-sheet regions in the C-terminal domain III (residues 
426-577), disintegrates into smaller clusters at the 
later phase transition point (Ecut,hb=−2.27 kcal/mol).  

Weak spots of Cry1Aa are in the C-terminal 
domain, and they belong to the giant rigid cluster until 
the phase transition points segregate from it during 
the thermal unfolding simulation. Regarding the 
protein stability, giant rigid cluster unfolding begins 
from these residues. It is more possible that mutation 
of these residues makes this protein more stable. 
Domain III is a β-sandwich and it is implicated in both 
correct folding of the whole active toxin and receptor 
recognition[21]; it is also involved in stability[25]. Our 
previous studies showed that the mutant W544F of 
Cry1Ac Domain III, a close relative to Cry1Aa, was 
more stable than the wild type when preserved at 
room temperature[36-37]. Cry1Ac has similar structure 
and high sequence identity with Cry1Aa. It is 
reasonable that these residues in C-terminal domain 
of Cry1Aa can be used to increase the stability or even 
the toxicity of the toxin for molecular design. 

In Cry1Aa domain III, a comparative large 
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flexibility region with the peak residue 525 can be 
found. This region is included in the loop that links 
β19-β20 of domain III. In an earlier study on Cry5a of 
Bacillus thuringiensis, results also showed that the 
apical loop2 was very flexible. The results of 
site-directed mutagenesis and truncation analysis 
provided strong evidence for the involvement of 
domain III in receptor binding and insecticidal 
activity[24-25,40-41]. This flexible region in domain III of 
Cry1Aa may be the major area which needs further 
detailed investigation. It should be pointed out that 
NMSim does not provide a quantitative description of 
the distribution of the generated conformations, nor 
does it provide conformational energies. Such 
energies may be obtained by other molecular 
mechanics calculations using the NMSim-generated 
conformations as inputs. 

Using two-dimensional itemization of the rigidity 
index, a stability map is derived by identifying ‘rigid 
contacts’ between two residues presented by their Cα 
atoms[32]. It shows that a rigid contact exists if two 
residues belong to the same rigid cluster. The 
microscopic stabilities of all residue-residue contacts 
come into a stability map. Thus, for toxin Cry1Aa, the 
stability map represents the distribution of flexibility 
and rigidity within the toxin. This pairwise stability 
information is consistent with the foregoing local 
flexibility index shown in Figure 2. 

CONCLUSION 

CNA and NMSim are user-friendly interfaces for 
flexibility analysis that offer very detailed information 
on thermalstability, flexibility, and function. This study 
showed that the decrease in Cry1Aa network rigidity 
with increasing temperature was evident. Two phase 
transition points in which the Cry1Aa structure lost 
rigidity during simulation were identified. Two rigid 
clusters were found in the domain I and II, and weak 
spots were in the C-terminal domain III. Although 
several flexible regions were found in all the three  
domains, the most flexible regions were in the  
apical loops of domain II. Our results may be helpful in 
understanding the action mode of Bt toxins and 
molecular design for increasing its thermostability. 
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